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Reference:

Gluten: https://github.com/apache/incubator-gluten

Velox: https://github.com/facebookincubator/velox

Clickhouse: https://qgithub.com/Kyligence/ClickHouse forked from https://github.com/ClickHouse/ClickHouse
Gazelle: https://github.com/oap-project/gazelle plugin
Apache Arrow: https://github.com/apache/arrow
Substrait: https://substrait.io/
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GLUTEN JOI

Intel's native engine
Gazelle released

Customer adp. w/ Gazelle

7th customer adp.
8th customer adp.

3rd customer adp.
4th customer adp.
5th customer adp.
6th customer adp.

1st customer adp.
2nd customer adp.

E | Dec. Sep. Jul.
Gluten Github Repo TPCD v1.0.0 released
: Setup by Intel and passed TPCH 3.18x
= Kyligence Jun. TPCDS 2.67x
: TPCH Passed TPCI?Ie§.54 168 funcs
. 1.61x boost 04X
: TPCDS 1.35x 2Uiops Oct.
Switch to
kC])c:t. Apr. upstream
Photon v0.5.0 beta released Velox
released

Spark3.2/3.3 UT
Decimal Added
TPCH 2.81x
TPCDS 2.1x

3.4 pass H/DS

11th customer adp.
12th customer adp.

9th customer adp.
10th customer adp.

Dec.
v1.1.0 released
Datalake support
Spill Support
UDF framework

13th customer adp.
14th customer adp.
15th customer adp.,
20+ engagements

Q4'24
More features support
More frameworks support

Mar.

Become Apache Gluten
(incubating)

- v1.1.1 released

- 3.4 UT passed

- 3.5 H/DS passed

- TPCH 3.34x More Apache releases
- TPCDS 3.01x 5
- 229 funcs Jul.
- 29 ops 1st Apache Release(v1.2.0)
- Velox and ClickHouse support
- Spark 3.2/3.3/3.4/3.5 support C%Eisp =

- 240+ func. support
- 31+ ops. support
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Relative Performance

BASIC OPERATOR PERFORMANCE STOPPE

Higher is better
Normalized To Spark 1.6
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CPU HAS BECOME

await:
disk b/w:
disk%:
eth

0

mem %

queue size:

req size:

~ critical path (pid 99999)
v 38 | ary’
stg0 stg0 sig0 stg0 stgD sig0 stg0 stg0 stg0 stgD stgO stgD sty

Node: 3 Disk: 4 x INTEL SSDPE2KEOQ16T8
CPU: 2 x 36C Intel(R) Xeon(R) Platinum 8360Y 3.5GHz NIC: 25Gbps
Memory: 512GB DDR4 Dataset: 5T




SQL ENGINE DEVELOPED YE

Products Libraries

Native Implementation Columnar Store Vectorized Processing



AN EVOLUTION ON THE

Worker Node
Executor

Block
manager

Operator 1 Operator 2

Operator 3

Op. is
native?

JVM SQL :
Engine Gluten Plugin
JNI Bindings

Operators

manager "‘
Expression Clickhouse Velox

Spark Scale Out Framework +

Driver Node |

Worker Node

Executor

. . . “‘ Whole : A =
Optimal Native Library L [ stoge Coce 31 Party Pache Arrow
Engine Engine

Never ever redesign the wheel !



GLUTEN CON

% scala ' PySpark’ -

Koalas

DataFrame

Catalyst Query Plan Optimization

Tungsten Physical Plan Execution

JVM SQL Engine Gluten Plugin

. Plan Columnar : :
ExprJe|$5|on Conversion Memory Mgr. Shuffle Shim Layer Fallback Metric
Operators

Whole

== Stage
Code Gen




GLUTEN FALLBACK'

Replace Spark physical plan by Transformers
Unsupported operators with express will fallback to Vanilla Spark

Combining several operators into WholestageTransformer to generate whole
stage substrait plan

Validate Succeed, Native computing Validate Succeed

Validate Fail Native computing

Spark computing
CondProjectTransformer

AggregateTranst K CondProjectTrans

ShuffledHashJoin UnsupporedOper

ator

Transformer ormer former

CondProjectTransformer

WholestageTransformer

COMMUI

WholestageTransformer




GLUTEN SHLU

Parqguet Read

Velox backend implementation reuse
GQZ@HG'S ArrOW bﬂsed SI’.i Uff e Stagel Transformer

Clickhouse backend use its internal
columnar format

Cache split batches in memory Project
On OOM, spill all batches into single

file with pOrt' d >€q. _) Split/Compress/Write
S e : : olumnarShuffle
Merge all spill files into data file at end

l

Stage? Transformer

Shuffler Reader

F W _ W
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GLUTEN MEMORY M#

« Use Spark off-heap memory as
unified native memory mgmt.

« MemoryPool hold a block of
memory

« Acquire from task memory
manager it not enough

« Spill happens if task doesn't have
enough memory

COM
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GLUTEN CURRENT ST

v1.2.0 as 1st Apache release WIP Function Coverage:

ClickHouse & Velox backend support ---
Ubuntu 20/22, CentOS7/8/9 Support N N T

Spark3.2/3.3/3.4/3.5 Support Operator Coverage:

AQE, DPP Support Swezen G, o
Unified Memory management vid I N

Spark off-heap memory Data Type Coverage:

Support most data types
Support most Datalake

~85% SpOIrk common func. support *: Spark Functions use Spark3.2 as the baseline

**. Data source includes localfs, hdfs, S3, GCS, Hive, abfs,

TPC-H/TPC-DS quy Of': O(]ded deltalake, iceburg, hudi, alluxio

***: File Format includes parquet, orc, text(hive), csv, json COM M

More customer workloads OdOptiOﬂ Not supported cases will fallback to Vanilla Spark iE ASF €O
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GLUTEN + VELOX PERFORMANCE

TPCH-like SF3T gen-to-gen performance comparison
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TPCDS-like SF3T gen-to-gen performance comparison
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1.07x

5,024

EMR

«  Gluten on Intel® Xeon® 8592+ vs 8480+: 1.12x perf TPCH Like SF3T, 1.07x perf TPCDS Like SF3T
»  Spark on Intel® Xeon® 8592+ vs 8480+: 1.04x perf TPCH Like SF3T , 1.09x perf TPCDS Like SF3T
»  Gluten vs Spark on Intel® Xeon® 8592+: 3.34x perf TPCH Like SF3T, 3.02x perf TPCDS Like SF3T

*Performance varies by use, configuration and other factors. See backup for configuration details

Spark
B Gluten
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GLUTEN CUSTOMER £

Alibaba EMR 5.11.1

Alibaba EMR has taken a significant stride by embracing the innovative Gluten + Velox project for their Alibaba EMR 5.11.1 product,
unveiled in April 2023. This remarkable integration marks a pioneering step as the first choice of CSP customers. The

incorporation of Gluten vields remarkable benefits, enabling the product to not only achieve a remarkable 2x speedup in TPC-DS-
like workloads when compared to Vanilla Spark's Java engine but also seamlessly synergize with Apache Celeborn as 1st Remote
Shuffle Service support within Gluten framework.

BONC BEH

BONC has adopted Gluten as a part of their key features in their latest BEH product. With Gluten support, BEH has achieved o
2.91x speedup comparing to upstream Spark and even more with Intel® QAT support, the produce can reach an extra 8%
performance gain as well. BONC's Big Data solution guide has been published at Intel website.

MeiTuan Datawarehouse

Meituan has adopted Gluten + Velox for their data warehouse solution to achieve data vectorization. They actively contributed to
Gluten community and achieved 20000+ ETL tasks, 40% resource saving, as well as 13% execution time reduction. They
highlighted the excellent collaboration and results on Intel IPDC Summit 2023, publish one article in weixin and is in the progress
to extend the adoption to more tasks.

More customer success stories are coming ... COM



GLUTENP

Gluten: A Middle Layer to offload Spark SQL to Native

Engines for Execution Acceleration Weiting Chen Video 07/20/2022 Data Al Summit 2022
2 | Best Exploration of Columnar Shuffle Design Big\(/)vneé K/logg Video 07/23/2022 Data Al Summit 2022
5 | Accelerate Spark SQL Queries with Gluten Weiting Chen Article 09/02/2022 medium.com
4 | Introducing Velox: An open source unified execution engine Meta Article 03/09/2023 engineering.fb.com
5 |#&& Spark SQL 2 &, GLUTEN DE/5IZE[RESI Kyligence Article 03/30/2023 CSDN
6 | Intel Participation in the Velox Project Dave Cohen Video 06/23/2023 Presto Foundation
Alibaba EMR CSDN
7 | Gluten + Celeborn: it Native Spark ###& Cloud Native Weiting Chen Article 07/10/2023 :
ali developer cloud
Yuan Zhou
L - Intel CESG
3 The Gluten Open—Sour;e Software Project: Modernizing Binwei Yang Paper 09/27/2023 CDMS'23
Java-based Query Engines for the Lakehouse Era o
Weiting Chen
9 | Apache Spark—AEHEIHESI1ZE BIGO Article 1114/2023 CSDN
72 ) 5 A FNEAE/7® Y S8 2R E = A . .
10 7|<F§\Avxﬁ512 HESMEIF/R® QAT MEFIMAHNERTT BEIE K BONC Article 11/23/2023 ntel.cn
BFERA =R
117 | Gluten: Double Spark performance Yuan Zhou Video 11/18/2023 Data Al Con 2023
Spark Commiter REREEE: Apache Spark Native in Chinese:
12 | Engine(Chinese version) Netease Article 12/04/2023 Zhihu.com in English:
Apache Spark Native Engine(English version)
13 | Apache Gluten Status & Plan Binwei Yang Video 04/06/2024 VeloxCon
14 | Accelerating Spark at Microsoft using Gluten & Velox Microsoft Video 04/06/2024 VeloxCon
15 | Velox at IBM IBM Video 04/06/2024 VeloxCon
16 | Unlocking Data Query Performance Pinterest Video 04/06/2024 VeloxCon

17

Native execution engine for Fabric Spark

Microsoft

Article

05/17/2024

Microsoft.com

18

Best Practice of Gluten + Velox in Meituan's Production
Environment

Meituan

Article

06/21/2024

weixin




GLUTEN CROSS PROJECTS

Apache Gluten(incubating) + Velox
Apache Gluten(incubating) + ClickHouse

( )

( )

Apache Gluten(incubating) + Apache Arrow

Apache Gluten(incubating) + Apache Kyuubi in PR#5800
( )
( )

Apache Gluten(incubating) + Apache Celeborn in PR#1528
Apache Gluten(incubating) + Apache Uniffle(incubating) in PR#950

and more collaboration is coming!!!
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https://github.com/apache/kyuubi/pull/5800
https://github.com/apache/celeborn/pull/1528
https://github.com/apache/incubator-uniffle/pull/950

APACHE GLUTEI (3 Gluten

Initioted as an open-source project by Intel and Kyligence in 2022, has become
an incubating project under Apache Software Foundation(ASF) since Jan. 2024

Offloading performance-critical data processing tasks to native library.

« Converting Spark physical plans into Substrait plans for native execution.
« Seamless switching between native backends, with current support for Velox and ClickHouse.
« Leveraging Spark's robust distributed framework.

«  Managing data sharing and optimizing memory mgmt. between JVM and native.

« Defining clear and unified JNI interfaces tor native libraries.
«  Expending support to encompass native accelerators.

« Diverse community engagement in Apache Gluten from over 25+ companies’ contributions.

COl
THE ASF CONFERENCE
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REC

Gluten fundamentally changes the Spark-SQL performance profile by enabling it to
offload computations to accelerator libraries

With Gluten
- Customer can take performance benefit from native libraries to speedup Spark SQL
- Spark Developers can add various native library's support by implementing the JNI

- Library

nterfaces

Developers can reproduce a stage and optimize for it

- Accelerator Developers can develop toolkit decoupled from Spark

JOin With US! CC:;HEASFCGNFM

Please visit https://github.com/apache/incubator-gluten or https://gluten.apache.org for more information. C 0 D E
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https://gluten.apache.org/
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Weiting Chen weiting.chen@intel.com
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