Ambari Shell

1" This feature is available after the 1.6.1. version of Ambari

The Anbari Shell's aimis to provide an interactive command |ine tool which supports: -
® all functionality available through Ambari web-app
® context aware comrand availability
® tab conpletion
® required/ optional paraneter support
Architecture
The shell is witten is Java, and uses the G oovy bases Anbari REST client, and the Spring Shell framework.
Anbari-Shell is distributed as a single-file executable jar. The **uber jar**
is generated with the hel p of spring-boot-maven-plugin available at: http://docs.spring.io/spring-boot/docs/1.0.1.

RELEASE/ r ef er ence/ ht ml si ngl e/ #execut abl e-j ar.

Spring-Boot al so provides a helper to launch those jars: http://docs.spring.iol/spring-boot/docs/1.0.1. RELEASE
I reference/ ht m si ngl e/ #execut abl e-j ar -1 aunchi ng).

After conpiling the project, the shell is ready to use (make sure you use Java 7 or above).


http://docs.spring.io/spring-boot/docs/1.0.1.RELEASE/reference/htmlsingle/#executable-jar
http://docs.spring.io/spring-boot/docs/1.0.1.RELEASE/reference/htmlsingle/#executable-jar
http://docs.spring.io/spring-boot/docs/1.0.1.RELEASE/reference/htmlsingle/#executable-jar-launching
http://docs.spring.io/spring-boot/docs/1.0.1.RELEASE/reference/htmlsingle/#executable-jar-launching

>> java -jar anbari-shell/target/anbari-shell-1.3.0-SNAPSHOT. jar --anbari.server=local host --anbari.port=8080 --
anbari . user=admi n --anbari.password=admi n
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Wel come to Anbari Shell. For assistance press tab or use the “hint® command.

For the list of available commands type help

anbari - shel | >hel p

* blueprint add - Add a new blueprint with either --url or --file

* blueprint defaults - Adds the default blueprints to Anbari

* blueprint list - Lists all known blueprints

* bl ueprint show - Shows the blueprint by its id

* cluster assign - Assign host to host group

* cluster autoAssign - Automatically assigns hosts to different host groups base on the provided strategy
* cluster build - Starts to build a cluster

* cluster create - Create a cluster based on current blueprint and assigned hosts
* cluster delete - Delete the cluster

* cluster preview - Shows the currently assigned hosts

* cluster reset - Clears the host - host group assignments

* configurati on downl oad - Downl oads the desired configuration

* configuration nodify - Mdify the desired configuration

* configuration set - Sets the desired configuration

* configuration show - Prints the desired configuration

* debug off - Stops showing the URL of the API calls

* debug on - Shows the URL of the APl calls

* exit - Exits the shell

* hello - Prints a sinple elephant to the console

* help - List all commands usage

* hint - Shows some hints

* host conponents - Lists the conponents assigned to the sel ected host
* host focus - Sets the useHost to the specified host

* host list - Lists the available hosts

* quit - Exits the shell

* script - Parses the specified resource file and executes its commands
* services conmponents - Lists all services with their conponents

* services list - Lists the available services

* services start - Starts a service/all the services

* services stop - Stops a service/all the running services

* tasks - Lists the Anbari tasks

* version - Displays shell version

Pl ease note that all commands are context aware - and are avail able only when it makes sense.
For exanple the “cluster create’ command is not available until a “blueprint® has not been added or sel ected.

A good approach is to use the “hint® command - as the Anbari U, this will give you hints about the avail able
conmmands and the flow of

creating or configuring a cluster. You can always use TAB for conpletion or available paraneters.



anbari - shel | >hel | o
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anbari -shel | >bl ueprint defaults

BLUEPRI NT STACK

nmul ti-node-hdfs-yarn  HDP:2.0
si ngl e- node- hdf s-yarn HDP: 2.0

anbari-shel | >cl uster build --blueprint single-node-hdfs-yarn
anbari -shel | >cl uster assign --host Goup host_group_1 --host server.anbari.com

host _group_1 server.anbari.com

anmbari -shel | >cl uster create
anmbari - shel | >t asks

TASK STATUS
HI STORYSERVER | NSTALL QUEUED
ZOOKEEPER_SERVER START PENDI NG
ZOOKEEPER_CLI ENT | NSTALL PENDI NG
HDFS_CLI ENT | NSTALL PENDI NG
HI STORYSERVER START PENDI NG
NODEMANAGER | NSTALL QUEUED
NODEMANAGER START PENDI NG
ZOOKEEPER_SERVER | NSTALL QUEUED
YARN_CLI ENT | NSTALL PENDI NG
NAMENCDE | NSTALL QUEUED
RESOURCEMANAGER | NSTALL QUEUED
NAMVENCDE START PENDI NG
RESOURCEMANAGER START PENDI NG
DATANCDE START PENDI NG
SECONDARY_NANMENODE START PENDI NG
DATANCDE | NSTALL QUEUED

MAPREDUCE2_CLI ENT | NSTALL PENDI NG
SECONDARY_NAMENODE | NSTALL  QUEUED

Sunmary
To sumit up in less than two minutes watch this video

https://asciinena.org/al 9783
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