VPC Inline LB Plugin (VPC Public Load Balancing)

Bug Reference

CLOUDSTACK-9282

Branch

4.9.0

Introduction

CloudStack supports a default VPC Virtual Router provider for offering Public Load Balancing within Virtual Private Clouds (VPC's).
In such deployments, the VPC Virtual Router is provisioned to actively load-balance public LB rules towards private real-server-VM's deployed inside the
Public Tier using the HA Proxy implementation of the VPC Virtual Router.

In SDN backed CloudStack deployments, this may not be the desired deployment, mostly because in SDN backed CloudStack deployments, the Virtual
Router may not be present at all.

When deploying CloudStack with a SDN platform (e.g. Nuage Networks Virtualized Services Platform), all routing, DHCP/DNS services and security
features may be realized by the SDN platform, typically realized in a distributed manner, without further relying on the Virtual Router VM (which is a
centralized solution).

In order to generically support Public Load Balancing within SDN backed CloudStack deployments, a new Load Balancer Provider/Plugin is proposed :
VPC Inline LB Provider. When this provider is selected for Public Load Balancing, the Load Balancing functionality is realized by an appliance VM (VPC
Inline LB VM) which is deployed in the VPC Public Tier guest network itself (i.e. as a guest VM). This appliance by default is based on a VR appliance but
which could be generalized to any type of appliance, which could be more lightweight than System VR template or reversely could be a commercial
appliance. This flexibility is not implemented today but could be easily added when this plugin feature gets wider traction. The VPC Inline LB Provider
provider takes care of orchestrating the deployment of the appliance and its provisioning upon the first public load balancer rule being configured with
server vms, and similarly takes care of the resource clean-up upon the last public load balancer rule being unconfigured. As mentioned, unlike the VPC
Virtual Router implementation case, in this case Load Balancer appliance is a guest VM inside the VPC Public tier, and no longer has a NIC in every single
VPC tier.

The design and implementation of this new type of Public Load Balancing solution is generic and can be deployed with any VPC Network provider.

Purpose

This is the functional specification for a new network plugin called ‘VPC Inline LB VM’

Document History

Author Description Date
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being a regular System VM
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Nick Livens | Uploaded design document to CWiki 23 Feb 2016
Use Cases

VPC Public Load Balancing

O Create a VPC selecting a VPC offering with LB support

© Add a Tier to the VPC, selecting a Network offering with Public LB support

© Acquire a new Public IP for the VPC

© Configure LB Rules on the public IP to load balance servers in the public tier.
O Clean up of VPC Public LB

Architecture and Design description

We will introduce a new CloudStack network plugin “VpclnlineLbVm” which is based on the Internal LoadBalancer plugin and which just like the Internal LB
plugin is implementing load balancing based on at-run-time deployed appliances based on the VR (Router VM) template (which defaults to the System VM
template), but the LB solution now extended with static NAT to secondary IP's.

The VPC Inline LB appliance therefore is a regular System VM, exactly the same as the Internal LB appliance today. Meaning it has 1 guest nic and 1
control (link-local / management) nic.
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With the new proposed VpclnlineLbVm set as the Public LB provider of a VPC, when a Public IP is acquired for this VPC and LB rules are configured on
this public IP, a VPC Inline LB appliance is deployed if not yet existing, and an additional guest IP is allocated and set as secondary IP on the appliance
guest nic, upon which static NAT is configured from the Public IP to the secondary guest IP. (See below outline for the detailed algorithm.)

In summary, the VPC Inline LB appliance is reusing the Internal LB appliance but its solution now extended with Static NAT from Public IP's to secondary
(load balanced) IP's at the LB appliance guest nic.

The following outline depicts the detailed flows :

* Apply LB rules:

O Check if a LB Appliance exists
© If not, deploy a new one.

= During VM orchestrate start, VM Guru is called to finalize the VM profile, and the deployment, where it will setup the required

nics. (link-local + guest).

© Group rules by public IP, ignoring rules without destination VM'’s
© For each public IP:

" Check if the Public IP-Guest secondary IP mapping exists for the LB Appliance.

This mapping will be defined as follows:

L]

L]

L]
" If not

L]

L]

L]

© Implement

VpclnlineLoadBalancerMapping
Guest Nic will have secondary IP’s

Public IP will hold the exact Guest secondary IP in the vmip field.

allocate a secondary Guest IP and save mapping
Configure appliance to listen on new secondary IP

Enable Static NAT (delegate to Network Plugin), passing the secondary IP as destination
® Translate rules to use Guest secondary IP
= Send the translated rules to the Hypervisor Agent, which will configure HAProxy.

® Restart Network of LB Tier:

© Shutdown (only in case of cleanup=True)
= Destroy the LB Appliance in the network

= |f LB rules exist in the network:

Web Services APls

API
listVpclnlineLoadBalancerVMs
startVpclinlineLoadBalancerVM

stopVpclnlineLoadBalancerVM

Check if a LB Appliance exists for the public IP
If not, deploy a new one.

Parameters
/
id : The UUID of the VPC Inline LB VM

id : The UUID of the VPC Inline LB VM

configureVpcinlineLoadBalancerElement | id : The UUID of the VPC Inline LB element

nspid : The UUID of the network service provider

enabled : True to enable, false to disable

createVpclnlineLoadBalancerElement nspid : The UUID of the network service provider

listVpclnlineLoadBalancerElements id : The UUID of the VPC Inline LB element

Ul Flow

nspid : The UUID of the network service provider

enabled : True to list enabled, false to list disabled

Description
Lists all the VPC Inline LB VMs
Start a VPC Inline LB VM
Stop a VPC Inline LB VM

Configure the VPC Inline LB element

Create a VPC Inline LB element

List the configured VPC Inline LB elements



physical network

W0 Notifications | Admin User

1. Enable the VPC Inline LB VM network service provider on the

bt Default view

Home nfrastructure = Zones uageZone 1292 - Network Service Providers
Instances Name S
NetSealer @ Disabled
Affinity Groups
Virtual Router Enabled
Storage Nicira Nvp @ Disabled
Nefwork Brocade @ Disabled
BigSwitch BCF @ Disabled
Templates
Baremetal DHCP @ Disabled
Events
Baremetal PXE Enabled
Projects OpenDaylight (Experimental) @ Disabled
Cisco VNMC @ Absent
Accounts
MidoNet @ Disabled
Domains
Nuage Vsp Enabled
Regions Internal LB VM Enabled
2. Overview of the VPC Inline LB VM network service provider
Home e = Zones ] Service Providers = WPC Inline LB WM
Network Instances
Hame WpcniineLb%'m
11} GeSbb087-7170-403f-b7da-aca953ed4312
State Enabled

Physical network ID 85c9c053-673a-4bbb-b196-5266cEedasad

Destination physical
network ID

Supported Services Lk



3. Add a VPC offering with VpclnlineLbVm as Load Balancer Provider

€ Add VPC Offering

*Mame:

*Description:

Supported Services:

Redundant router

capability:

WPC Offering With VpcinlineLbYm

WPC Offering With VpcinlineLbYm

3

DHCP: ¥
DHCP Provider: | NuageVs ¥
Dns: [

Load Balancer, [«

Load Balancer |Vpcinlinel ¥

Provider:
Gateway. [J

Static NAT:

Static MAT | NuageVsp ¥ |

Cancel




4. Add a network offering with VpclnlineLbVm as Load Balancer Provider

©) Add netwark offering

“Mame: | Network offering with VpcinlineLbVm

“Description: | Netwark offering with VpcinlineLbVir

Metwork Rate

(Mb/s):

Guest Type: ||sclated v

Persistent : [«

Specify VLAN: [
VPC: @
Load Balancer Type: |Pub|ic LB v
Supported Senvices: VPN [ =
DHCP:
DHCP Provider. | NuageWVsp ¥
DnS: [
Firewall:  [J

Load Balancer, ¥

Load Balancer | Vpcinlinel *

Provider:
UserData: [J -
Redundant router [
capability:
Supported Source |F’er zone ¥
MAT type:

Supports Streched O
L2 Subnet:

Conserve mode:  LJ

Tags:

Cancel




5. Create a VPC with the previously created VPC offering

© AddVPC

“MName: | IbWpc

*Description: | IbWpc

* Fone: | MuageZone ¥

“ Super CIDRE for [ 10.10.0.0/16

Guest Metworks:

DMNS domain for
Guest Metworks:

Public Load | VpelnlineLbVm v
Balancer Provider:

“WPC Offering: |VF’G Offering With VpclnlineLbvm v I

6. Create a tier with the previously created network offering

© Add new tier

“MName: | publicTier

*Network Offering: |Netwurk offering with “pcinlineLiWr ¥

* Gateway: | 10.10.10.1

*Metmask: |[255.255255.0

AcL: | v

7. Spin a VM in the newly created tier




blic IP to a VPC

8. Associate a pu
-WPC c “pc - Router - Public IP addresses

IPs Zone Hetwork Name State Quickview
10.30.21.246 NuageZone serverTier Allocated -
10.30.21.245 [Source NAT] NuageZone Allocated -+

9. Configure LB Rules on the public IP and associate them with the spinned VM

me & - VPC c ¢ = Router - Public IP addresses 0.30.21.245 - Load Balancing
i Refresh
Load Balancing
Name Public Port Private Port Algorithm Stickiness Add VMs State Actions
+ Hio 20 20 Round-robin Configure [ s ] Active n 7 x
+ s 8443 2443 Round-robin Configure [ paa ] Active wn 7 x
+ rttp 443 443 Round-robin Configure “ Active an (7 %

10. Overview of the configured HA Proxy rules on the VPC Inline LB VM



root@b-99-DEV:~# less /etc/haproxy/haproxy.cfg
global

local® warning

user hapr
group haproxy
daemon

global

tcp
option dontlognull
retries 3
option redispatch
option fo rdfor
option fo
timeout con
timeout client
timeout server

w_public 10.10.10.36: 8081
ttp
httpflﬂ a
enable
uri fadmin?stats
realm  Haproxy\
auth adwin1:hdh

~+
oy
~+ H T

+
w
+

wowm |
~+

.
+

[ R I |

listen 10_10_10_108-80 10.10.10.108:80
balance roundrobin
r 10_10_10_108-80_0 10.10.10.240:80 check
http
GpTIGH httpclose

listen 10_10_10_108-8443 10.10.10.108:8443
balance roundrobin
server 10_10_10_108-8443_0 10.10.10.240:8443 check

listen 10_10_10_108-443 10.10.10.108:443
balance roundrobin
server 10_10_10_108-443 0 10.10.10.240:443 ch




11. Overview of the IP table rules associates with these rules

4.14 on Tue
*mangle
:PREROUTING ACCEPT [
INPUT
< FOR)

D -j CONNM --nfmask (
_-set 3 FEFFFFFF

INPUT n stat RELATED,
INPUT

INPUT

INPUT

INPUT

INPUT

INPUT

INPUT -i e udp -m udp --dport
INPUT udp -m udp --dport
INPUT n --dport
INPUT -i n --dport
INPUT n --dport
TNPLIT n dr n M ACCEPT
INPUT

INPUT

INPUT

INPUT

12. Overview of the VPC Inline LB VMs

VPC Inline LB VM

< Refresk

Network Instances
Name Zone Type Status Quickview
b-64-DEV NuageZone VPC Running L

13. Overview of a VPC Inline LB VM
b-80-DEY

i Refresh

Details NICs
° +
Name b-80-DEV
[} 49dad1b4-d300-46ba-bab4-72196ed0aT f0
State Running
Network ID 5de9fe3a-0e53-4c11-9649-3d6012517c24
Public IP Address 10.30.21.246

Guest IP Address 10.10.10.87
Link Local IP
Address 169.2543.30

Host Nick-VRS
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